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EVALUATION

3 This effort is part of the Center program being conducted under Project
2033 to improve the quality and intelligibility of speech signals that
are masked and interferred with by impulse and/or narrowband noise.

Under this effort, an Advanced Development Model of a Speech Enhancement
unit was designed and fabricated. This unit, which uses a high speed
digital array processor and various time and frequency algorithms, provides
an on-line real-time capability to remove frequently encountered communica-
tion channel interferences such as tones, buzzes, pops, hiss, etc., with
minimum degradation to the speech signals. Its operations are fully
automatic and provides the capability to automatically track and attenuate
the interferring signals. Tests showed the unit to provide 30 to 50 db
attenuation to narrowband and impulse noise. Operational tests performed
by trained Air Force personnel showed the unit to be highly effective in
providing improved intelligibility and listenability which significantly
reduced listener fatigue.

Presently the speech enhancement unit is being modified to incorporate

; a techmique for attenuating wideband random noise. This technique, known

. as INTEL, is one of the few known methods of suppressing this commonly i
encountered noise without severely distorting co-existing speech. E

The techniques and methods developed under this effort will have significant
impact on speech technology since most speech systems as word recognition,
speaker identification, etc., require good quality signals in order to
provide effective results. The speech enhancement unit can do much to
improve the quality of degraded speech signals to an acceptable level

for these systems.

g

EDWARD J. CUPPLES
Project Engineer
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1.0 INTRODUCTION

The quality and intelligibility of speech that is transmit-

ted over telephone-bandwidth communication systems frequently is

degraded at the receiver by noise that is received along with
the speech. In many installations that use speech communication
systems, trained personnel often spend hours listening to re-
ceived transmissions, sorting speech from non-speech signals,
and trfing to extract information from speech signals that have

been obscured by noise. When the guality of the received signal

is particularly poor, the monitor of a communication channel may

have to hear a message several times, either by having it retrans- v
mitted or by playing back a recording of it, before he can under-

stand it fully. The need for a means of attenuating communication

channel noise has existed for a long time. At some Air Force
installations, it has been a standing joke to direct a new, inex-
perienced monitor to requisition a "QRM" filter when he is bother-

ed by impulse or tonal noises. The system that is described in

this report is just such a device,

A large number of different types of noises are heard on
speech communication channels. The most commonly occurring class
of noises includes impulses, static, tones, buzzes, and hiss

(wideband random noise). These non-speech like sounds affect

speech intelligibility by masking fragments of speech sounds in
time or components of speech sounds in frequency. To enhance

speech that has been obscured by noise, it is necessary to remove
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the masking sound or, if possible, reduce its effect, without at
the same time attenuating or distorting the obscured speech

sounds.

Equipment and devices for enhancing the intelligibility of
speech have been developed over many years. Among the more com- \
monly used techniques are peak clipping to attenuate impulses,
notch or comb filtering to attenuate constant frequency tones,
and high and low pass filtering to attenuate wideband noise.

However, these techniques, and others like them, are inadequate

-

for the needs of a high-performance general purpose speecih enhan-
cer. Consider for example, the use of notch filters to attenuate
tones. If the frequencies at which the tones will occur are
known in advance, the filters can be pretuned to those frequencies
and left on at all times or turned on whenever the tones are de-
tected. If the frequencies are not known or are variable, the
tuning of the filters can be controlled by phase-locked loops.
However, this approach becomes extremely complicated if it is de-
sired to track tones that are variable in number and that change
rapidly and erratically in frequency. Moreover, if the amplitudes
of the tones are not significantly larger than those of the com-
ponents of speech this method can be ineffective, or worse, it

can lead to the attenuation of speech components. In a similar

way, peak clipping becomes an increasingly unsatisfactory method
of attenuating impulse noise as the average rate of occurrence of

impulses increases. When impulses are relatively infrequent,
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peak clipping is capable of providing adequate attenuation of the

average impulse noise power. However, peak clipping leaves in-
tact that fraction of an impulse that falls below the clipping
level. Consequently, when impulses occur frequently, (for example,
when they are generated by ignition noise), the power in these re-
sidual fractions can still degrade the quality and the intelligi-

bility of the speech signal.

The long term objective of the work performed under this con-
tract was to develop and implement a speech enhancer that would
be fully automatic,’operate in real time, and attenuate all of
the common types of communication channel noise. At the time
work began, some of the needed signal enhancement techniques had
been simulated in simple form and had been shown to be effective,
but required some additional research and development. Others
were still in the early stages of their development. Still others
were being considered for possible future development. To make
it possible for the speech enhancement equipment to .ultimately
incorporate all current and future signal processing techniques,
it was designed to be capable of simple modular expansion. The
immediate objective of this contract was to accomplish this design
and to complete and implement techniques for detecting and atten-
uating two types of noise--tones and impulses. Implementation of
more sophisticated techniques, such as the INTEL method for atten-
uating wideband random noise, would await the results of tests of

the system. These tests were to be made at an Air Force site over

an extended period of time under realistic and practical conditions.
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One of the implemented techniques is based on a unique
system for attenuating tonal noises that was developed by the
authors in 1968. Known as coherent spectrum shaping, it used
a real-time spectrum analyzer, known as a coherent memory filter
to transform a time-domain signal to and from the frequency
domain. By inspecting a display of the spectrum, and experienced
speech analyst could distinguish components of tonal noise from
those of speech. The noise components could be attenuated by
setting to zero those regions in the signal spectrum where the
energy of the tones was concentrated, and then transforming the
signal back to the time domain. Each region to be attenuated
had to be specified by manually setting controls that determined
the width and location of the region. Thus, both identification
and attenuation of tonal components of noise required manual
procedures. As in the system described above, the speech enhancer
developed under this contract implements the concept of trans-
forming a signal to the frequency domain, modifying it, and
then retransforming it to the time domain. However, unlike the
earlier system, it also implements fully automatic procedures
for detecting and attenuating components of tonal noise. These
are supplemented by manual procedures, similar to those described

above, that can be used when needed.
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The speech enhancer also implements a technique, developed

under this contract, for detecting and attenuating noise impulses
in the time waveform of the signal. Unlike peak clipping, this
method removes almost all of the energy of the impulses. More-
over, it "smooths" the time waveform in the region of a removed
impulse in such a way as to eliminate residual transients and
discontinuities.

Not implemented in the speech enhancer, but bearing heavily
on its general design, is a technique for attenuating wideband B
random noise. This procedure,which is known as INTEL, is one of
the few known methods of suppressing this type of noise without
at the same time severely distorting coexisting speech. Present
plans are to incorporate the INTEL process in the speech enhancer

during a later phase of its development.

During the development of the signal processing techniques
that are implemented in the speech enhancer we made extensive use
of a Sigma 7 computer and an associated real-time data aquisition
system to study and test various detection and attenuation
schemes. The input signals for these studies were tape record- .
ings of speech, recordings of several kinds of noise, and record- | &
ings of speech plus noise at S/N down to -30aB. The data aquisi- | i 1
tion system sampled the recorded data at a 10-kHz rate with 16-

bit accuracy, converted the sampled values to binary form, and

recorded them onto digital computer tape.

g oz e




Two sets of audio recordings were used for the studies and

tests. In the first set, speech selections were obtained from

the recorded speech of four adult talkers, three male and one
female. Tonal noise was obtained from several signal generators
and included single tones, harmonic sequences, and randomly spaced
sequences containing up to ten tones at varying amplitudes. Their
durations ranged from 30 seconds to 50 ms; their stabilities ran-
ged from high (i.e., constant in frequency and amplitude) to very
low (e.g., tone frequencies changing at rates up to 10,000 Hz per
second). A second set of audio test data recordings were obtained
from transmissions of speech over noisy communication channels.
These recordings, representing as they did a realistic and prac-
tical cohditions, were used to test and evaluate the impulse and
tone attenuation processes as their developments neared comple-

tion and provided a means of "fine tuning" these processes.

The contract under which this work was performed rerers to
the speech enhancer that is described in this report as an Advan-
ced Development Model (ADM), which it defines as: An item used
for experimentation or tests to (a) demonstrate the technical
feasibility of a design, (b) determine its ability to meet exist-
ing performance requirement, (c¢) secure engineering data for use
in further development and where appropriate, (d) establish the

technical requirements for contract definition. In view of the
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experimental objectives of the ADM, the system was designed to
provide a wide range of features and adjustments whose usefulness
and effectiveness could be tested. The tests and evaluations
planned for the speech enhancer ADM were performed at an Air

Force test facility.

The system that was completed and delivered to the Air
Force for testing is shown in figure 1. It is composed of five
units, housed in a 52-inch high cabinet rack. The heart of the
ADM is a very powerful computer, known as a macro-arithmetic
processor, or MAP, that performs all of the measurements, anal-
yses, and processing of input signals. It is supported by a
number of peripheral units, as shown schematically in figure 2.
The programs that control the MAP are stored permanently on
digital magnetic tape. When operation of the ADM is initiated,
a minicomputer reads this tape and transfers the program to the
memory of the MAP. Analog input signals are converted to digi-
tal form by the input unit, and processed, first to attenuate
tonal noises and then to attenuate impulse noises. The enhanced
signals are then adjusted in level, fed out of the MAP (in digi-
tal form), and converted by the output unit to analog form.
Selected analysis data from the MAP also are converted to analog
form, by the display unit, and displayed on an oscilloscope. The
important characteristics and performance features of the ADM

are listed in Table 1.
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PHOTOGRAPH OF THE SPEECH ENHANCEMENT ADM
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TABLE 1

INPUT CHARACTERISTICS

Sensitivity:
Input Impedance:

Input Connector:

QUTPUT CHARACTERISTICS

Signal Level:
Frequency Range:
Output Impedance:

Output Connector:

PROCESSOR CHARACTERISTICS

Dynamic Range:

Tone Attenuation:
Impulse Attenuation:
Process Periods:

Spectrum Resolutions:

PROCESSOR FEATURES

Process Modes:

Automatic Processes:

Manual Process:

SPECIFICATIONS OF THE ADM

0.1 v rms for full dynamic range
100,000 ohms

BNC on front panel

adjustable, 0 to 3 v rms into 8 ohms
50 Hz to 3000 Hz
less than 2 ohms

BNC on front'panel

60 dB

30 dB typical, 50 dB maximum
30 dB typical, 50 dB maximum
50 ms, 100 ms, 200 ms

20 Hz, 10 Hz, 5 Hz

Continuous
Hold--repeated output of a stored
segment of the input

DSS--detection and attenuation of tones
IMP--detection and attenuation of
impulses

DSS by use of a storable cursor gate

10
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TABLE 1

Cursor Gate Features
Modes:

Location Range:
Width Range:

DISPLAY CHARACTERISTICS

Functions Displayed:

Refresh Rate:

A AR5 g TPt =3 T e Ay A P T2

(Continued)

Single, Harmonic

DC to 3000 Hz

15 Hz to 105 Hz (process period=200 ms)
30 Hz to 210 Hz (process period=100 ms)
60 Hz to 420 Hz (process period= 50 ms)

(1) Amplitude‘Spectrum

(2) Cursor Gate (manual DSS process)
(3) Stored Gates (manual DSS process)
(4) Attenuated Regions of the Spectrum
(5) Input Signal Level

80 displays per second

MISCELLANEOUS CHARACTERISTICS

Power Required:

Dimensions:

Weight:

110 volts,ll7 amperes, 60 Hz
Height 52 inches
Width 22 inches

Depth 32 inches

550 pounds
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by 2.0 THE TONE ATTENUATION PROCESS

Essential to any technique for the reduction of noise is the
ability to separate the signal from the noise to the greatest
extent possible. Once isolated, the noise can be discarded or,
at least attenuated. In the impulse attenuation procedure, which
is described in Section 3, the impulses occupy narrow regions of
the time waveform of the speech signal, making them easy to iso-
late from most of the signal. Sustained noises, such as tones

-

or wideband random noise, coexist with the signal and cannot

readily be separated from it by simple inspection of the time

waveform. However, by transforming the signal to the complex

-

frequency domain, the components of tonal interference can be
' identified in the amplitude spectrum. Once.identified, tones
can be attenuated by reducing their amplitudes in the complex
spectrum and then transforming the spectrum back to the time
domain. ‘
The procedure described above consists of four steps:
1. Time-to-frequency transformation of the input signal;
2. Detection of components of tonal noise;
| 3. Attenuation of detected tones;
i 4. Frequency-to time transformation of the signalj;
Each step is explained and the procedures involved described in
the sections that follow. The computer programs that implement

A the procedures are described in Section 5, and the associated

hardware in Section 4.
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cod Time-to-Frequency Transformation.

i The fast Fourier transform (FFT) procedure is used to
compute short term complex spectrums of the input signal. 1In
preparation for entry into the computer, the input signal is
sampled at a 10-kHz rate and the samples converted to 1lu4-bit
binary numbers. Segments of the signal 51.2 ms, 102.4 ms, or
if 204.8 ms in duration are amplitude-weighted by a symmetrical
triangular waveform. These intervals, which are referred to as
analysis windows and also as process periods, contain respective-
ly 512, 1024, or 2048 successive samples of the input signal.
Correspondingly, the spectrum of the signal within each window
is determined at intervals of 1953 Hz, 9.77 Hz, or 4.88 Hz.

For convenience, nominal values will be used in the descriptions

j that follow. Thus, the process period durations are 50 ms, 100
ms, and 200 ms, and the corresponding spectrum sample spacings

are 20 Hz, 10 Hz, and 5 Hz.

To permit analysis and processing of the complete signal,
the analysis window is moved in half-window steps, as illustrated
in figure 3. Thus, each half-window segment is processed twice,

first as the upper half of a window and then as the lower half

of the succeeding window. As is described in Section 2.4, the
50 percent overlapping of successive windows makes it possible

to reconstruct a continuous, unweighted output signal.
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Since the signal is sampled at a 10-kHz rate, the complex
spectrum calculated by the FFT will extend to 5 kHz. But, since
the range of interest extends only to 3 kHz, the complex spectrum
samples above that frequency are set to zero. The samples below
3 kHz are stored,and they also are converted to absolute form to
generate an amplitude spectrum. The amplitude spectrum is used
by the automatic processes, described below, for detection of
components of tonal noise. They also are used in the manual

detection process, as described in Section 2..4.

2.2 Automatic Detection of Components of Tonal Noise

Some amplitude spectrums of speech, of tonal noise, and of

combined speech and noise are shown in figure 4. It is evident

from waveshapes such as these that the peaks'fhat correspond to

tones cannot be identified merely from their shapes, amplitudes,
and locations in the spectrum. Other criteria must be used,
criteria based on measurable characteristics in which the spec-
trum peaks of speech and of noise differ significantly and
consistently. The two measurable characteristics that are most
useful are (1) the stabilities of the two classes of sounds,

and (2) the amplitude distribution of their significant components.

252 1L Stability Criteria and the Peak Matching Procedure

Speech is a continuously varying sound, with components

that seldom are constant in frequency or amplitude for more than

15
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i' 25 msec. Tonally structured noises, on the other hand, encompass i

a wide range of stabilities. Fortunately, most of the noises of

this type that are encountered in practical situations are more

stable than speech, with components essentiaily constant for

periods greater than 50 ms. To detect the components of

such noises, the automatic DSS process examines each amplitude

spectrum to identify peaks that are stable. It does this by

comparing the location and amplitude of edch peak with the

locations and amplitudes of peaks on the preceding amplitude

spectrum. Peaks on the two spectrums that match in location and j
amplitude within specified limits are identified as being stable
| and therefore as representing components of noise. This condition
7 is illustrated in figure 5, with relatable peaks on adjacent am-

4 plitude spectrums linked by dashed lines.

The limits within which the peaks of "stable" tones must

SRS o - LRI

correspond to constitute a match must be wide enough to accom-
modate short-term instabilities but no so wide as to match

either unrelated peaks or slowly varying speech harmonics. The |
optimum limits, shown in Table 2, were determined by testing |
various combinations of limits on over 3000 spectra of speech,

tones, and speech plus tones. |

'
|
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DETECTION OF TONES BY MATCHING OF SPECTRUM PEAKS

FIGURE 5
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TABLE 2

Process Sample Frequency Limits Amplitude
Period Spacing Limits
(ms) (Hz) (Hz) (dB)
50 20 40 0.6
100 10 20 1.2
200 & 10 2.4

In general, the peak matching procedure is most effective
for the 100 ms and 200 ms process periods, for which it will
correctly match the peaks of tones whose frequencies change at
rates up to 480 and 240 Hz per second respectively. Although
the 50 ms process period provides the ability to match peaks
that move even faster, it can lead to an unacceptibly large

number of speech harmonics being matched when pitch is varying

slowly.

The amplitude limits increase with increasing process period,
and the frequency limits decrease. The increasing amplitude
limits reflect the need to allow for the larger changes in
amplitudes of tones that are observed as the process period is
increased. The decreasing frequency limits reflect the need to
use the smallest practical frequency deviations ( X2 spectrum
samples) in order to minimize the likelihood of matching peaks

that represent speech harmonics.

19
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202, 2. Amplitude Criteria and the Detection Threshold Procedure

The spectrums of voiced speech sounds typically exhibit a
large number of equally spaced peaks. By contrast, most tonal ;
noises (with the exception of low-pitch buzzes) usually contain

. far fewer components than speech and so their spectrums exhibit

far fewer peaks. Consequently, the ratio of the largest peak in

a spectrum to the average level of the spectrum is likely to be

lower for speech than it is for noise. This characteristic is

i il i

the basis of the second method for automatically discriminating

tone peaks from speech peaks in the spectrums of the input signal.

-

The technique, as illustrated in figure 6, is to compute a detec-

5
JUCIES TR DS,

tion threshold as some factor times the average spectrum level,

and to identify as tones those peaks that exceed the threshold.

During the development of this procedure we tested a number

3
canll s St bl e Sl

of ways of computing the detection threshold. Among these were |
multiples of the rms spectrum level, the mean-squared spectrum
level, and the average and peak levels of the input time waveform.
We found that detection thresholds that were based on the average
spectrum level were the most effective ones for discriminating

tone peaks from speech peaks and were the least dependent on ' |

the speech characteristics of different talkers.

The choice of an optimum factor for multiplying the average
spectrum level to compute the detection threshold was based on

an analysis of the speech of four talkers (three male and one

20
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female). We examined spectra for 30 seconds of speech for each
talker. For each spectrum we computed the ratio of the amplitude
of the largest spectrum peak to the average amplitude. From
these data we generated a histogram for each talker and then a
composite histogram for all of the talkers. The results, for a
process period of 200 ms, showed that the largest peak was more
than 28 times larger than the average spectrum level at least 90
percent of the time. For process periods of 100 ms and 50 ms
the corresponding 90 percentile factors were 24 and 22. Hence,
by using these factors to multiply the average spectrum level,

a detection threshold is computed that will be exceeded by the

largest speech peak in a spectrum less than 10 percent of the time.

The detection threshold, computed as above, makes it possible
to identify the peaks of tones that are much louder then those of
accompanying speech. To make it possible to detect weaker tones,
we compute a second amplitude threshold as follows. The largest
peak in a voiced speech spectrum usually is found in the region
below 750 Hz, with the speech power decreasing at an average rate
of about 10 dB per octave above that frequency, Consequently, the
threshold as computed above is increasingly unlikely to be ex-
ceeded by speech peaks for frequencies above 750 Hz. Therefore,
the threshold can be made more sensitive by decreasing its ampli-
tude with increasing spectrum frequency. One way to do this is
to force the threshold to follow the average speech spectrum power

curve described above. However, this characteristic is subject




to talker-to-talker variations, and assumes the use of a high

quality microphone and a flat transmission characteristic in the
communication channel. A much more reliable procedure is to
divide the spectrum into four bands, each 750 Hz wide, and
compute an optimum threshold for each band. By performing
histogram analyses similar to that described earlier, we deter-

mined the 90 percentile ratios of largest spectrum peak to

average spectrum level for each band and for each process period.

These are shown in Table 3.

TABLE 3

OPTIMUM FACTORS FOR COMPUTING THE DETECTION
THRESHOLD IN 750-Hz WIDE BANDS

Band

Process i 2 3 y
Period 50 = 50 T =L 500 500 = 2250 2250 - 3000

(ms) Hz Hz + Hz Hz

50 %5 5.0 4.6 4.0
100 955 ob bt 4.9 4.0
200 10.1 5:9 4.9 4.6

It would seem reasonable that the detection procedure needs
to use only these thresholds since they would be exceeded by any
peak that exceeds a threshold that is 28 times the average level
of the full spectrum. However, in some circumstances, this may

not be so. For example, if three or more large peaks occur in

band 2, 3, or 4, their contribution to the average level in that

L.
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band could cause the calculated threshold to be above the peaks.
Therefore, to increase the chances of detecting tonal peaks
wherever they occur, the detection procedure is performed twice,
the first time using a single threshold calculated across the
entire spectrum and the second time using the four thresholds

calculated in the four bands.
2.3 Attenuation of Detected Tones

Tones whose peaks are detected in the amplitude spectrum
are attenuated 40 dB in the corresponding complex spectrum. This
is accomplished by multiplying by 0.0l those components of the
complex spectrum that fall in a narrow region centered about
each detected peak. For peaks detected by the matching procedure
the minimum width of the attenuation region (which also is re-
ferred to as an attenuation gate) is three spectrum samples wide.
That is, it includes the sample at which a peak is located and
the first sample to either side of the peak. For peaks detected
by the detection threshold, the minimum attenuation gate in-
cludes all the samples in the region in which a peak exceeds the
threshold and in addition the first sample to either side of

that region.

The total power in a tone is not concentrated at the center
of its peak in the spectrum but is distributed in accordance

with the spectrum selectiswity characteristic. For triangularly

weighted absolutely stable signals, the amplitude selectivity

24
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characteristic is (sin x / x)2, for which more than 98 percent of
the power is contained in a region five spectrum samples wide.
However, tones that are likely to be observed in practice will
change in amplitude or frequency during a process period. Con-
sequently, their power will be distributed over a wider region

in the spectrum and an attenuation gate wider than the theoret-

ical minimum will be needed.

The procedure for establishing the correct width of an at-
tenuation gate is to locate the first spectrum sample to either
side of a peak at which the spectrum amplitude is at least 30 dB
below the amplitude of the peak. This procedure is illustrated
in figure 7. For peaks that are very wide or that are less than
30 dB above nearby components of speech or noise, the gate could
become excessively wide. To prevent the unnecessary loss of
spectrum components of speech, the width of an attenuation gate

is limited to a maximum gate width, as illustrated in figure 7.
2.4 The Manual Detection Procedure

The automatic procedures described above together detect
most of the tones likely to be encountered in practice. Occasion-
ally, a component of tonal noise will be either too weak or too
brief in duration to be detected by the automatic processes.
To make possible the attenuation of such components, a manual

detection process is incorporated into the ADM.
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The manual process consists of two systems, the display and

the data entry controls. Amplitude spectra are displayed, as
shown in figure 8. On the trace below the spectrum is shown
the indicator of an attenuation gate whose location and width
can be adjusted by use of manual controls. This indicator,
which we refer to as the cursor, points to the region of the

spectrum that will be attenuated by the gate it represents.

In using the manual system, the operator examines the
spectrum display while listening to the output signal. An inter-
mittent component usually can be located by correlating the
appearance of a peak in the spectrum display with its occurence
in the audio output signal. Continuous tones that are too weak
to be located visually can be detected by moving -the cursor
through the spectrum until the tone disappears in the output.
Tones that are both weak and intermittent still can be located
by use of a control that "freezes" a segment of the input signal.
Normally, successive process-period long segments of the input
signal are analyzed in the order in which they arrive. By use
of this control, the segment currently being analyzed is not re-
placed by the succeeding one but is stored and reprocessed
repeatedly. By storing a segment that contains a weak, inter-
mittent tone the operator can hear it repeatedly while examining

the spectrum or adjusting the location of the cursor.

27
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Once the cursor has been located as needed to attenuate a
tone,the operator can store its location and width in the memory
of the ADM. Attenuation of the tone will now be performed by
the stored gate, leaving the cursor free to be turned off or,
if need be, used to locate and attenuate a different tone. Means
also are provided for deleting gates that have been stored in
the memory when the. tones they were intended to attenuate no

longer are present in the input signal.
2.5 Frequency-to-Time Transformation

After all processing to attenuate tonal noise has been com-
pleted,rthe complex spectrum is transformed to the time domain by
use of an inverse FFT algorithm. Tones that were attenuated in
the spectrum will be correspondingly reduced in the regenerated
time waveform. All that remains to do is to recombine over-
lapped anélysis windows and to remove the triangular weighting
that was imposed on the input signal. This is accomplished, as
shown in figure 9, by adding the upper half of one analysis
window to the lower half of the succeeding one. Since these rep-
resent the same half-window length segment of the input signal,
with complementary weighting, combining them removes the weight-
ing and restores the original envelope of the signal. The
resulting output signal is continuous, with no discontinuities

at the segment boundaries.
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3.0 IMPULSE ATTENUATION

Radio transmissions have long been plagued by bursts of
noise that can last from several hundred microseconds to several j
seconds. Usually referred to as static, they arise from numer-
ous causes. The most commonly thought of one, lightning, gener- i
ates noise bursts that last from tens of milliseconds to seconds.
A second:common type of static is caused by brief arcs produced
by high voltage breakdowns or by the separating of contacts
that carry électrical current. This type of static is referred
to as ignition noise when it is associated with the operation v

of the spark plugs and distributor in an internal combustion

engine. It is called commutator or brush noise when it associ-
ated with electrical motors or generators. In either case, the

noise bursts usually last less than 5 ms and occur in periodic

or quasi-periodic patterns. A third kind of noise burst is
caused by brief discharges in electrical components in radio
receivers. In the absence of other, stronger noises, this "shot"

noise can be a major source of interference for very weak signals.

Mathematically, an impulse is an event of infinitesimal ]
duration. Colloquially, we can describe a noise burst that is
short compared with speech sounds, as an impulse. More precisely, [
since phonemes in running speech average about 75 ms in duration,
we can define noise bursts shorter than 25 ms as impulses. By

this definition, impulses seldom mask entire phonemes.
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Some typical waveforms of impulse are shown in figure 10.

Most impulses are less than 5 ms in duration. Consequently,

impulses that carry enough power to obscure speech must be com-

parable to or greater than the speech peaks. For example,

assume as a worst case that 5-ms long impulses occur at an average

rate of 20 per second. Since their duty cycle is 10 percent, the

peak amplitude of these impulses will be ten times the average
-i amplitude and 3.16 times the rms amplitude. For speech, a widely .
used rule of thumb puts the speech peaks also at about 3 times
the rms level. Therefore, at equal levels of power the impulses r 3
in this example will be about as high as the speech peaks.
Obviou$ly, the peak amplitude of narrower or less frequently
occurring impulses (that is, for impulses with a shorter duty '4
cycle) will exceed that of speech for equal power levels. This
is illustrated in figure 11, which shows curves of the ratios of i
peak to rms level and peak to average level as a function of the
average duty cycle of constant amplitude impulses. The technique
of peak clipping as a means of attenuating impulses makes use of
the characteristics illustrated in fhis figure. However, in peak
clipping the clipping threshold usually is constant and set at a | ?
level above the largest speech peak likely to be observed.

The method can be improved upon by making the clipping level

vary with the input signal level. :
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FIGURE 10 IMPULSE WAVEFORMS OBSERVED IN RECEIVED RADIO SIGNALS
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